ABSTRACT: Advances in workplace technology are announced almost daily. What effect are they having on job availability, and which jobs are threatened? Some question the impact of automation, citing slow productivity growth. Others see an immanent jobless world, a world without work. Why has automation apparently lagged, with new technology emerging far more rapidly than its use? What are the policies being proposed to provide income for those without work in a jobless future? This presentation will provide some tentative answers.

We are at the beginning of a new industrial revolution. When I wrote the first version of this paper about a year ago, the evidence was murkier. Since then, there has been a wave of technical advances confirming this. These could lead us to effortless production matched with social disaster: workers without income, output without buyers, and much more. Computers are making decisions that once were subject to human judgment, like stock trading or deciding whether a defendant gets bail. They have changed the way we shop, get hired, and make war. However, there is little evidence yet that they have created mass joblessness. [Slide2-drone] The expected speedup of productivity growth, which measures how fast output per worker is rising, has not happened. Rather, according to the Bureau of Labor Statistics, [BLS], we are “in one of its slowest-growth periods since the end of WWII.” Europe’s record is even worse. China’s productivity growth has fallen, too, though it exceeds rates elsewhere. If technology is rapidly displacing workers, it should show up here. Why doesn’t it? More on this later.

First, a few definitions. Automation, the broadest term, has been in use since the 1950’s. It can be as simple as an embroidery machine or as complicated as industrial robots that build cars or software that plays games. The latter use artificial intelligence [AI]—computer programs which simulate human thinking. AI you might use includes Google search or Facebook. Robots are “automatically controlled, reprogrammable, and multipurpose,” but the term can be used somewhat loosely, to include both devices that make cars or unload ships and those that choose stocks for hedge funds. Once installed, these can work 24/7 at little cost without breaks, benefits, or grievances. With such breakthroughs as Alphagozero, which in 2017 beat the program that had, [Slide4-KoreanGo] in 2016, defeated the 5th ranked master of Go, the world’s most complicated board game, “Machines have crossed a threshold. They’ve transcended what humans can do.” [Slide5-alphagozero] Alphagozero learned strategy in 40 days by analyzing games and playing millions against itself. [Slide6-brakes] The potential for social upheaval of such advances has as little place on our political agenda as climate change. Like climate change, far more expect it to happen than expect it will impact them. Though three-quarters of Americans expect AI to destroy jobs, only one-quarter expect that it will be theirs. Young people see it differently: a future dominated by AI, so that “Some Millennials aren’t saving for retirement because they don’t think capitalism will exist by then.”

Software can now perform tasks formerly deemed impossible: it translates foreign languages and drives cars. Assessments of the risks to human labor vary. Daniela Rus, who directs MIT’s Computer Science and Artificial Intelligence Lab, has an optimistic take: the aim of robots is to assist workers, not replace them.
Doctors working with AI were better than either working alone in detecting cancer.  

Another example is a robot, that with human help, rents someone a house, just as tax software has supplemented the work of accountants. McKinsey consultants agree that technology will replace tasks rather than entire occupations.

Her colleagues, Andrew McAfee and Eric Brynjolfsson, while conceding a wage problem, are similarly optimistic: previous dire predictions have been wildly wrong, and a focus on jobs lost neglects those “new jobs and job categories” that will be created by technological change. Who anticipated video game programmers; social media consultants; telemarketers; or those fighting robo calls? And illegal jobs: drug dealing empowered by cell phones; or new forms of crime, like cyber-fraud. Think of the promise of an MIT system that transcribes words only internally verbalized. In one test, it reported opponents’ chess moves and got computer-recommended replies silently.

Others, like an analyst at the OECD, believe that during the 21st century, it will be possible to automate virtually all work. Stephan Hawking was one expecting an ultimate threat within the next century called “singularity,” when computers replace human intelligence for everything and we become economically superfluous. [Slide9-no-one] This slide sums it up: no one knows.

Estimates of transition speed vary widely. According to a much-cited, extensive study by Frey and Osborne, up to 47% of American jobs are at high risk of total automation in the next decade or two, especially low-wage jobs. The authors estimated the impact on several hundred occupations. Routine jobs are at risk; those involving human interaction or social intelligence are not. So office support jobs, transportation, sales, construction and production workers are most at risk. Work requiring originality, negotiation, persuasion, manual dexterity, social perception and caring for others are all low risk. Most management, business, and finance occupations, which require social intelligence, are low risk as are most occupations in education, healthcare, arts and media.

[Bright] Bloomberg mapped their predictions. Probability of being automated is on the horizontal axis; pay on the vertical. For example, physicians and surgeons are highest paid and least likely to be automated, and cashiers are low-paid and most likely. Their site provides wages and probabilities for each occupation. [Slide11-Fed-skill] Thus far, only the share of middle-skill jobs has contracted. A more recent study reduced the Frey-Osborne numbers from 47% to just 10%, though others will require retraining. The authors tried to capture more variability within occupations, and consider ”tasks that are difficult for computers to manage even within highly automatable jobs.” A recent MIT survey found US job loss projections for years 2025 to 2030 that range from 3.4 to 80 million, and concluded, “There is really only one meaningful conclusion: we have no idea how many jobs will actually be lost…."

1Their average pay is $210 thousand; probability, 0.42%; cashiers: average pay $21,680, probability, 97%.
Acemoglu and Restrepo estimated the effects of our relatively few manufacturing robots: every robot per thousand workers reduces wages up to three-fourths of one percent and replaces up to six workers, especially blue-collar men, resulting in the loss of an estimated 360 and 670 thousand jobs between 1990 and 2007. In 1990, the manufacturing labor force was about 17.5 million, so maximum loss was less than 4%. [In 2016, there were 18.9 robots per 1000 US workers, so pay loss would be up to 14 percent.] Manufacturing productivity grew rapidly in this period—over 4% a year. Though these authors find the effect of machines more important than imports or offshoring, others found that between 1999 and 2011, Chinese imports cost far more jobs—an estimated 985 thousand manufacturing jobs—about 17% of the 5.8 million manufacturing jobs lost during that time. Some researchers find little job effects from robots. Spence and Hlatshwayo found nearly 98% of jobs added between 1990 and 2008 were in sectors that did not compete with imports, suggesting their importance.

Slide12-supply

The question may become more pressing as the supply of industrial robots rises, especially in Asia. China is by far the largest purchaser, and leads the world in robot patent applications. One global expert jokes that the main difference between the US and China is not capitalism vs communism. “It is that one is run by lawyers and the other by engineers.”

On a per worker basis, South Korea greatly outpaces it. China’s drive reflects factories looking for skilled labor and college graduates who don’t want these jobs, a shrinking labor force, and rising wages. Chinese and foreign factory owners have a reputation as stingy and killing bosses. Foxconn, producer of iPhones, where some workers committed suicide by jumping out of factory windows, has a long-term plan of replacing most workers with robots, already underway. Their interim plan is suicide prevention nets.

Slide13-Mercedes

Robot manufacturing like that used by Mercedes-Benz auto is spreading from heavy industry to consumer electronics, clothing and others requiring greater precision. Mercedes itself is retreating a bit, having learned that workers using more flexible robots beat full automation for smaller production runs. [Slide14-cellphone] The incentive is production efficiencies. A Chinese cell phone factory more than doubled production and reduced defects despite firing most workers. Robots are also showing up in such services as medicine, cleaning, and inspection.

This paper aims to explore the threat. What can robots do, and what can’t be automated yet? What are some problems of computer-assisted decision-making? Why aren’t there major job losses? How best to help those displaced?

Capitalism has chronic problems of unemployment. Even without recessions, the drive to lower cost replaces jobs. Concern that machines would degrade work has a long history. The resistance of English textile workers known as Luddites is the most famous. The deprivation of many workers led them to attack machines. Even if long term job creation more than offsets short-term job loss, the experience of 19th century Britain shows that the transition can be traumatic. Decades passed before factory wages and conditions
improved. Similarly for the US: “about six decades for ... after the first industrial age automation of the 1810s.” Governments, despite popular struggle, took up to a century to respond with new education and welfare systems. This time the transition is likely to be more disruptive; transfer speed is faster, and effects are global. The US version of worker resistance is the Trump victory, according to a study by British researchers. With robot adoption 2 percent lower during 2011-15, Michigan, Wisconsin, and Pennsylvania would have gone Democratic.

The threat of automation dates from the 1950’s, with cars, steel and other industries. Another wave began in the 1980s, with computers replacing secretaries. Each time, automation threatened jobs. Each time, technology created more jobs than it destroyed. Will it be different this time? ATMs replaced bank tellers, but made new branches cheaper. Their spread created more jobs in sales and customer service. Only now are jobs for bank tellers declining. E-commerce at first increased overall retail employment, though it is now stagnant. Unfortunately, most jobs created are for people other than the ones who lost them. Male English artisans lost their jobs to children, about half the textile workforce in the 1830’s. The teller unqualified for a job with Google may be demoted to one at McDonalds. Some industries have already been transformed. The Blockbuster video chain disappeared completely, with new ways of delivering films. Physical formats of music, especially cd’s, have been decimated, though recorded music revenues, especially from streaming, have risen since 2010.

Unlike early automation, which replaced hand labor, AI affects professions—loan officers, lawyers, and journalists. When jobs were destroyed in agriculture, others were created in factories; later, factory automation was offset by service jobs. Today there is no such obvious replacement sector, though we have a poor record in predicting new industries.

Let’s look at some of what computers already do.

- [Slide16-surgical] In the medical field, they read images, stitch soft tissue, outperforming their teachers; help with knee replacements, and do intial diagnosis. [Slide17-Rehab] Robots have helped to provide physical therapy for decades. Here one guides limb movements of recovering stroke victims, or moves patients.
- Computer programs write copy faster than writers, so Associated Press publishes quarterly earnings reports for 4,000 companies, up from 400. [Slide19-sports] Though sports reports provide the facts, they lack the human interest of the writer.
- Chatbots, robots simulating human speech, are coaching call-center workers. The software might recommend talking more slowly or warn that the customer seems upset. They can also be used for customer service themselves. Robots clone a voice after listening to a few brief samples and can fool a voice-recognition system most of the time.
In Turkey, AI and robotics repair potholes. Replacing the usual patches, “the equipment precision-cuts out the pothole and an area around it and vacuums up waste. The hole is filled by a robotic arm with an exactly-size plug. This expands to form a smooth, tight-fitting bond. The repair takes less than two minutes, and at far lower cost, outlasts traditional methods.

Japan’s scarce labor encourages robot use: a hotel mostly staffed by robots; another has self-parking slippers; drones supplement scarce construction workers. They do site surveys, add results to blueprints which are downloaded to construction equipment via satellite. The system guides operators--even the inexperienced. Collaborative robots, “cobots,” save labor without replacing it in small-batch manufacturing and simple processes like packing rice balls.


Autonomous trucks threaten 3½ million drivers. Michigan allows them, traveling in fleets at electronically coordinated speeds. An Uber self-driving car has already killed a pedestrian. In California, they violated traffic laws, like going through red lights. China is testing “smart roads for [its] smart cars,” including electric-battery rechargers. [Slide23-Taxi] An autonomous flying taxi is being tested in New Zealand.

{Slide24-Rembrandt} With help from Dutch art historians, AI and 3-D-printing produced a portrait similar to a Rembrandt. [Slide25-Furness] More useful, robotic tools aid artists, but put assistants out of work.

A robot lawyer, DoNotPay, which began as an aid to contest parking tickets. It’s free, and in its first 21 months, won nearly two-thirds of thousands of appeals it accepted in London and New York. It now functions across the US, and has extended its services to make people aware of their legal rights. Refugees can file immigration applications, and others can deal with “data breaches, late package deliveries, and unfair bank fees,” or sue corporations. It is still free.

Walmart’s shelf-scanning robots check missing labels, prices, and update inventory. Here is Amazon’s warehouse operation.

[Slide 27-McDonald] McDonald’s app lets diners place orders for pickup. Ordering kiosks store customer choices and check the weather so menus can highlight items preferred on hot, cold or rainy days. These gave McDonald’s 50% more revenue per worker than the previous year but overwhelmed with extra work, workers are quitting.

You’d think actors or weather reporters would be safe. They’re not. In a 2006 film, Superman lands a plane in a crowded baseball stadium. 50,000 people were portrayed by 200 extras; everyone else was digital. [Slide28-Hepburn] A new technology permits the use of dead actors, like Audrey Hepburn: computer-generated imagery was imposed on a young actor’s body. Not great acting yet, but perhaps a future
A Microsoft robot reports on the weather on live TV in China, using “big data to learn about and interpret weather readings.” It scored as nearly human in tests of linguistic naturalness.

- A Chinese-owned Arkansas factory combines machine vision and robots to sew a projected 23 million T-shirts a year, one each 26 seconds for 33 cents. One worker managing robots replaces 17. The software was developed by American engineers with a DARPA grant.

- A few hundred traders on the New York Stock Exchange replaced thousands working in 2000, with algorithms making trading decisions. Goldman-Sachs warns that greater “financial fragility” results.

- An algorithm “trained on millions of reactions” permits chemists to create organic compounds, like new drugs, with much less research.

Computer programs can plow through massive data sets—loan applications, résumés, or teacher evaluations—and choose the top candidates, making decisions once performed by professionals. AI is a major force driving new technology, such as speech recognition, used by Apple’s Siri; machine translation; and expert systems. These are programs which embody the knowledge of experts, such as those making high-risk credit decisions. [SLIDE29-Simon78%] Herbert Simon, an economics Nobelist, all-round genius, and a supporter of NJFAC, and Allen Newell invented the field of AI in the 1950s. [Slide30-AIDeep] It is embodied in algorithms, which are a step-by-step set of operations that guide a computer in problem-solving. Alan Turing, the British mathematician who broke the enigma code, wrote the first ones. At first, programmers had to write programs defining the task accurately and completely. This is limiting, as tasks such as translation are too complex for definition.

Some algorithms now allow computers to learn on their own, called machine learning. This type of AI permits algorithms to improve their own performance. Programmers choose the right algorithm and train it with large data sets, say hundreds of thousands of images labeled “this is a dog; this is a cat.” These permit it to learn a task, as simple as spam filters for email. The software then creates rules on how to analyze new data. Machine learning guides Facebook’s news feed, and data mining, used for directed marketing. The software corrects itself through trial and error, made rapid with current computing power. It discovers which answer has the highest probability of being right.

Deep learning is an advanced form of machine learning that requires less programmer intervention, and is inspired by the way the brain understands new information. It is now being used to design other software—so software designers, too, will lose jobs. Google Translate, facial recognition, and teaching self-driving cars to merge on a 4-lane highway also come from deep learning. Given sufficient images, it can recognize a pedestrian at a crossway, and “can now text jaywalkers a fine.”

No one could program computers to do this, and in fact the programmers don’t know how the algorithm works. “They are difficult (sometimes impossible) to understand, tricky to debug, and harder to control.” Researchers are now trying to reverse engineer the process, to find out where a choice was made,
and how much it influenced the results. This is important, as algorithms, guided by racially-based training data provided by insensitive or biased programmers, can make biased or erroneous decisions.

Algorithms that determine what an object is—say, a dog or a pedestrian—have a vulnerability called an adversarial example. The object looks one way to the human eye, but the algorithm sees it differently: for example, a 15 mph road sign interpreted as a yield sign. Google researchers convinced a computer that any object is a toaster. With the method available online, hackers can duplicate it, and as yet there is no defense.

Google Translate was highly inaccurate and almost useless when it was launched in 2006. The latest version is a smartphone app that permits both typing and speaking text. The user can then either read or hear the answer. Not yet perfect, it’s a threat to translators and a boon to travelers who don’t know Czech, Yoruba, or others of more than 100 languages. Scanning text with the phone’s camera permits reading street signs, all for free. Its improvement shows off deep learning. Translate has absorbed “gigantic quantities of parallel texts.” One particularly good source has been the European Union’s official publications, available in all member languages. The system translates not only what it has been directly instructed to do, but once it could translate English into Korean and back, as well as English to Japanese, it was able to translate Korean directly into Japanese.

Here are three versions of a passage of Hemingway. The first is a translation from the Japanese done before the recent advance; the second is Hemingway, and the third is the current version of Translate, almost perfect with a few exceptions in red.

If jobs of the future are only those that computers can’t do, which skills are best to cultivate? Brynjolfson and McAfee sum up three areas where we still beat machines:

- **Creative endeavors** such as writing, entrepreneurship, and scientific discovery. Though computers have written music in the style of Bach, and painted in the style of Picasso, this is not artistic creation.
- **Social interactions** depend on tacit knowledge, most difficult for robots. People sensitive to the needs of others make good managers, salespeople, nurses, and teachers. Consider, for example, the plight of a robot giving a pep talk to a sports team. Digital assistants lack the range of human speech and knowledge of what it means. This might require computers that match human intelligence. Jobs for those with both cognitive and social skills are expanding. However, just as we prefer a handmade pot or gourmet cuisine, but sometimes end up with a plastic plate or food from McDonald’s, so too we may prefer the care of humans but end up with online courses or robot care when their relative cost plummets.
- **Even a child is better than a robot at picking up a pencil.** Humans have **great agility and physical dexterity.** Gardening and housekeeping are mostly not well done by robots. A robot can’t do the work of a skilled hair cutter, which combines dexterity with creativity. Bricklayers seemed safe, according to a report in March, contradicted by another report less than two weeks later: that machines can lay brick
several times faster than workers. Robots to replace burger makers are so far unsuccessful—they require too much human help and are too slow.\textsuperscript{129}

But robot dexterity is improving: [Slide32-backflip] A robot developed for the military can now do backflips, a technical marvel, indicating that robots can become as agile as we are.\textsuperscript{130} It’s not clear what job this flip will replace, but killer robots seem to be on the agenda. Human-robot interaction is overcoming some limitations of robot physical dexterity. The human operator sees what the robot sees through special googles, then makes the movements required of the robot. This is useful for disaster intervention, or operating in a toxic environment.\textsuperscript{131}

It is cheering news that the humanities may make a comeback. Of Google’s ranked list of traits of its best managers, technical skills is the 8\textsuperscript{th}—after human relations skills, such as empowering and listening to others,\textsuperscript{132} though of course all Google employees have high technical skills. A labor economist agrees—skills that will endure are understanding people and cultural sensitivity rather than narrow technical training, and these are best developed studying the humanities.\textsuperscript{133}

The new technologies threaten more than jobs. They have increased inequality, reduced privacy and sometimes discriminate. Critic Cathy O’Neill\textsuperscript{134} warns, "Decisions [on]—where we go to school, whether we get a car loan, how much we pay for health insurance—are being made …by mathematical models. In theory, this should lead to greater fairness: Everyone …judged …[by]the same rules…. But… the opposite is true. The models …are opaque, unregulated, and uncontestable…. Most troubling, they reinforce discrimination: …"\textsuperscript{135}

An example: “in Florida, adults with clean driving records and poor credit scores paid an average of $1552 more [for auto insurance] than [similar people] with excellent credit and a drunk driving conviction.”\textsuperscript{136} Judges in more than 45 states use algorithms to rule on parole, “or even influence jail sentences.”\textsuperscript{137}

Evaluating criminal defendants with algorithms raises serious issues. The data come partly from police reports, often race-biased. The other source, usually a questionnaire, also poses problems. Some ask defendants for their family history of trouble with the law, unconstitutional if asked in court. When embedded in a defendant’s score, it is considered “objective.”\textsuperscript{138}

A Harvard PhD with an African-American name was shocked to find a Google search with ads asking, “Have you ever been arrested?”—ads not appearing for white colleagues. Her study found that Google’s algorithm was inadvertently racist—it linked names likely for black people to ads relating to arrest records.\textsuperscript{139} [Slide 33-Hair] Algorithms can easily encode prejudice and misunderstanding. These images of “unprofessional hairstyles”\textsuperscript{140} featuring predominantly black models are a good example. Some algorithms wait for a weather forecast before setting work schedules, making it impossible for workers to plan for childcare, schooling, or a second job.\textsuperscript{141}

Despite their power over our lives, their verdicts are beyond appeal, and frequently punish the poor.\textsuperscript{142} McDonalds is more likely to choose employees with software than Goldman Sachs. Virginia Eubanks, who wrote \textit{Automating Inequality}, warns that AI provides “the emotional distance that’s necessary to make what are
inhuman decisions.”143 She describes the Indiana welfare system, which assumes that most people in the system are frauds and don’t need help. AI rules reflect that, so any mistake in a multi-page application threatens eligibility.144 The drive to raise efficiency creates a drive to automate thinking.145

Computer decision-making has the potential to overcome individual prejudice, say that of judges, but only if algorithms are transparent and there is some scope for changing them to correct their shortcomings. There are some limited attempts now to do this.146

Machine learning combined with big data is very powerful. [Slide34-faceAd] Facebook, Twitter and other platforms monetize our data by creating detailed user profiles to help advertisers target us. Facebook collects data on non-users, too.147 Retired Harvard Business School professor Shoshana Zuboff describes this as ‘surveillance capitalism.’148 These services derive value from their invasion of privacy.149 “Free” electronic toothbrushes beam brushing data to insurance companies.150 Robotic vacuum cleaners collect data about our rooms, so that companies like Amazon can ply us with advertisements for furnishings we currently lack.151 It is telling that Amazon spent more on R and D last year than Google, Apple or Microsoft. 152 A psychometrics researcher using Facebook responses claims that his model, using only ten “likes” could judge someone’s character more accurately than the average coworker; with seventy, more knowledge than a friend, and with 300 likes, predict behavior better than a partner.153 This program helped Trump.154 AI provides managers with unusual control of employees, like monitoring their online social activity or every computer keystroke. Amazon has patented a wristband that can track worker hand movements, and vibrate “to nudge them” into greater efficiency.155 Surveillance contributes to killing workplaces.156 Social media and tracking apparently have created such problem for human agents trying to live under assumed identities that the CIA is moving from humans to computers.157

Facial recognition is useful for verifying some financial transactions. However, Facebook, Instagram, and Twitter have already given access to a surveillance company used by law enforcement as a tool targeting activists and protestors.158 An FBI Database including photos of half of US adults has a nearly 15% error rate, and is more likely to misidentify black people.159 Cameras at facilities such as Madison Square Garden and NASCAR Raceway scan faces for an age range, gender and sometimes attention to get a better idea of audience demographics. Then an algorithm compares faces to a database to help identify the person, and if for security, to determine if there is a risk.160 US airports have begun this, despite a report that it “is not so good at identifying ethnic minorities” because most subjects that trained it were white, nor those wearing glasses, hats or scarves.161

Miracle technologies don’t always work. [SLIDE35-Facial] In 2016, Carnegie-Mellon researchers used glasses costing 22 cents to fool facial recognition systems. These rely on facial details, like the shape of a nose. The glass frames were printed with patterns read by the computer as details of another person. This achieved up to 100% success in misidentification. In one test, a white male subject was identified as a female actress with
"with 88% accuracy." Colin Powell, and John Malkovich were also misidentified. The systems have had a chilling improvement—Chinese police used such glasses to catch a fugitive in a crowd of about 50,000.

Consider the decisions that must be built into self-driving cars, such as who should be sacrificed in an impending accident? People want other drivers to use ethics codes that could sacrifice passengers, but they want cars that protect themselves at all costs. And then, how to thwart mischievous hackers? These questions are urgent, as these cars are already on our roads.

There is also an issue of spurious search results. A student asked a history professor whether Warren Harding had been in the Ku Klux Klan. The professor was mystified until another student pulled up a report headlined, “Google’s Featured Snippets Are Worse than Fake News.” The problem stems from a system change to give direct answers to questions above the usual list of web pages. Mass murderer Dylann Roof claimed a Google search on “black on white crime” led him to massacre nine people in a South Carolina church. Matches on “black on white crime” rather than “statistics on crime rates by race” give links to racist sites with their own facts. These have been corrected.

As previously noted, productivity growth has slowed while technological change is faster. Robert Solow’s 1987 quip still holds: "You can see the computer age everywhere but in the productivity statistics." What is the problem—are productivity measures wrong? Or is implementation of available technology impeded? Some contest our productivity measures as failing to capture all improvements. Free services from Google, Spotify and others are paid for by advertising, not consumers. The free digital economy is valued at production cost, so undervalued. Others challenge the mismeasurement thesis, as there have been parallel slowdowns in many countries, with varying engagement in the digital economy. They also point to new costs, like a cell phone and internet connection, necessary because everyone you know is connected and public phones don’t work, or antivirus programs, unnecessary before we were continuously on-line, also improperly counted.

Economist Robert Gordon is an outlier, arguing that today’s innovations are less transformational than those in the past. Manufacturing, a major use of robots, accounts for only eight percent of U.S. employment; warehouses, a little more. He predicted robots won’t soon replace us in services or construction. In 2016, he said, “Robots are having trouble standing up without falling over. Robots are having trouble walking up and down stairs. Robots don’t have the dexterity to open bottles of pills.” All these have been solved.
Economist Dani Rodrik’s answer is that technology’s major impact has been on media, information and communications technology. These don’t employ a major part of the labor force and affect less than 10% of output. The average American spends more than a fifth of waking hours watching TV or using a computer for leisure, like gaming. “The robots aren't taking our jobs; they're taking our leisure.” There has been little innovation where consumers spend the most, like health, education, transportation, and housing. Government and health care, for example, have had almost no productivity growth. These two sectors account for more than a quarter of output. Until technology spreads, job loss will be limited.

Brynjolfsson and co-authors conclude that implementation lags are the most likely reason. The full realization of AI technologies requires complementary changes, some of which are costly. These include other investments, redesign of supply chains, and retraining. And it is not only the cost of capital—overhauling systems to use robots is complicated and risky. Economist editor, Ryan Avent, has a convincing explanation: robots have pushed workers into the low-productivity, low-wage service sector because of our weak safety net. And “workers are too cheap” to improve technology elsewhere.

Extending Brynjolfson’s and Avent’s insights, another likely barrier is growth constraints stemming from weak demand and other causes. Growth has slowed since 1991, and our current expansion is the weakest of the postwar era. A recent study of the decline in the ratio of employment to population between 1999 and 2016 finds that a decline in labor demand, in particular, the effects of imports and robots, had the greatest effect, with trade the largest. These two accounted for 35% of the decline. Autor and colleagues found that Chinese imports reduced US firms’ research spending, global sales and jobs in manufacturing, a major source of innovation.

Slow growth reflects sluggish investment. Reasons are various—for example, weak consumer demand and rising industrial concentration, cited by the Economist, an unlikely source of business critique. Monopoly firms make entry of startups more difficult, and have themselves little incentive to innovate, despite record high profits.

Weak demand is related to austerity, stagnant wages, and rising inequality. These are median wages for recent college and high-school graduates, both now slightly lower than in 1990. Wage stagnation has endured for so long that it has finally captured important attention. The rich save more and spend less. McKinsey recently concluded that “weaker demand leads to weaker investment and creates a vicious cycle for productivity and income growth.” They attributed weak demand to inequality as well as wages, but recommended only wage increases. Real minimum wages are below their level 50 years ago, and men’s median wages have been stagnant nearly as long. “… why would businesses en masse invest in automation …if they can find desperate workers willing to be paid minimum wage?” “Willing” or not, many have little choice. Weak wages reflect primarily weak worker power and weak growth. A recent study found wages are kept low by employers’ excessive power in labor markets. For example, “one in five workers with a
high school education or less are subject to a noncompete” agreement, meaning that they can’t work for a competitor. Nor can they move from one Burger King to another.

There have been investment problems since at least 2000, and probably before, helping to explain the push for privatization of government services, like education, which accelerated with the Reagan Administration. What is safer for investors than buying an already existing revenue base? Government investment as a share of output has also declined, reinforcing the problem. What also changed with Reagan was a rule change permitting stock buybacks. Of the S&P 500 companies, 461 used 54% of total profits between 2007 and 2016 to buy back their stock. An additional 39% went to dividends. It is hard to claim they need tax cuts to finance investment when these uses absorbed of 93% of profits. The financial sector prefers consumer apps like Snapchat over hardware. Some startups reported that “Chinese money was sometimes the only available funding.” Perhaps after Chinese entrepreneurs take the risks that new technology requires, their success will inspire US companies to imitation. However, our lack of either social supports for workers or prudence in adopting technology makes slow innovation a saving grace.

[Slide-44TechDeg] Workers, often blamed for lacking skills, are urged to get more education, despite graduates with technical degrees exceeding projected jobs for them. [Slide45-educjobs] The role of education either in explaining unemployment or protecting jobs is much exaggerated: in 2016, 63% of jobs, highlighted, required only a high-school degree or less, according to the BLS. Though jobs requiring at least a college degree are projected to grow faster, the majority of jobs in 2026 is still projected to be for high-school or less.

[Slide46-ColGradWages] For nearly three decades, roughly one-third of college graduates have worked in jobs not requiring a college degree, and the share of those in “good” non-college jobs has diminished. A “good” job is described as paying at least $45 thousand, a rather low bar. There is so far no evidence of a skill shortage except perhaps in specialized areas.

It’s not only wages that evidence the deterioration of work. Katz and Krueger conclude that 94 percent of net job growth between 2005 and 2015 apparently came from the gig economy, now nearly 16 percent of jobs. These are powered by AI.

The unanswered question is, will the jobs available absorb the whole work force? The New Yorker’s Elizabeth Colbert warns, “if it’s unrealistic to suppose that smart machines can be stopped, it’s probably just as unrealistic to imagine that smart policies will follow.” Our problem is politics; not technology. We could plan for those deprived of a job, either as growth lags or innovation speeds up. The prospect of robots taking over much work, especially drudge or dangerous work, “should fill us with joy.” If we could find ways of distributing the new wealth, AI could be a challenge rather than a disaster. Unfortunately, even our data sources are deficient for tracking and predicting AI impacts.

Change is inevitable, but its speed and whether those losing are made whole determine the level of misery. Something is clearly necessary, given the catastrophe already faced by some: the rise in death rates
for less educated whites since 2001 rivals the AIDS epidemic. Many pundits recommend that workers get better training. However, with rapid change, improving education will always be “too little, too late,” with students and workers having to “reinvent themselves over and over and faster and faster.”

According to Brian Arthur, production is now sufficient for everyone to have “a decent middle-class life,” but access is “tightening.” He doubts that jobs lost will be replaced, so access to goods for those without earned income will be contentious. The late Stephen Hawking agrees, “Everyone can enjoy a life of luxurious leisure if the machine-produced wealth is shared, or most people can end up miserably poor if the machine-owners successfully lobby against wealth redistribution. So far, the trend seems to be toward [misery] …” Arthur reminds us that Keynes in “Economic possibilities for our grandchildren,” [1930] predicted technological unemployment by 2030. Here Keynes described the coming era of plenty as one in which we can recognize “the love of money as… a somewhat disgusting morbidity.” The major problem he saw was “how to occupy the leisure,” not access to livelihood.

What policies are worth fighting for? Libertarians, especially, favor a basic income guarantee. Finland and Canada have conducted trials, but Finland has recently cancelled theirs. Everyone would receive it, so its cost would be enormous. $10,000 a year for every American over 18, not exactly a life of luxury, would cost an estimated $2.5 trillion a year—as a measure of its size, consider that it amounts to three-quarters of all taxes collected by the federal government in 2016. Some supporters of a basic income propose a services guarantee, such as education, health, housing, and transport, a good beginning. Many, including the National Jobs for All Coalition, the Modern Money Network, the Center for American Progress, and politicians such as Senators Bernie Sanders and Kirsten Gillibrand, prefer a job guarantee over an income guarantee. [The recent California Democratic Party platform favors both.] This would provide useful and necessary goods and services, cost less, maintain morale and skills of those who would be otherwise unemployed, and provide standards for good work and its satisfactions.

As taxes based on income will fall with jobs, how can social programs be financed? The Modern Money Theorists have shown that so long as resources are unused, governments, like that of the U.S., which controls a currency internationally accepted can fund projects through credit creation. There is a resource constraint on such economies but not a funding constraint. So long as real resources are available, there is no economic reason to use taxes to fund spending.

However, taxes on the rich remain highly useful for other reasons—in particular, curbing their political and economic power and reducing inequality. Warren Buffett agrees with Herbert Simon that social capital has fueled a major portion of individual wealth: "If you stick me down in the middle of Bangladesh..., you find out how much this talent is going to produce in the wrong kind of soil." Simon estimated that at least 80 percent of what we earn comes from “being a member of an enormously productive social system.” Yet the fruits of our common inheritance aren’t broadly shared. They flow mostly to owners of capital. These social benefits—a
publicly-trained work force, public infrastructure, global technology created over centuries—more than justify generous social programs, jobs for those who can work, and cash for those who can’t.

[Slide48-iphone] Mariana Mazzucato argues in favor of socializing both risks and rewards of government-sponsored research rather than privatizing the rewards. Government ownership of a small share of the intellectual property it has helped create would let the public share in an "innovation dividend." Public wealth, then, would grow with robots. Like the iphone, my Roomba vacuum cleaner benefitted from publicly-funded research. It uses an algorithm similar to a bomb disposal robot. The inventor also created the multi-purpose robot Baxter.

Let’s begin the innovation dividend with vacations—what about a month for everyone—and shorter work hours, starting with stressful jobs. Our yearly work hours are about the longest in the industrial world. Work for many is monitored and intense. New Deal programs that restored the environment and provided infrastructure and other public goods are a fine model for jobs programs. Even Clinton’s Treasury Secretary, Robert Rubin, now supports one. So long as there is work that needs doing, we should favor a government guarantee of a job at a decent wage, with shorter work time, generous pensions, healthcare, and support for life-long learning.

---

1The author is Assoc. Prof. Emerita of Economics, Hofstra University, Board Member Emerita, National Jobs for All Coalition, and former co-chair, with Prof. William Vickrey, of the Seminar.
2 “After propelling the market to historic highs, passive investment strategies — which follow a simple set of rules and are carried out by sophisticated computer programs, not humans — are among the factors fueling the market’s recent plunge.”
3Some AI is already on the battlefield. The F-35, one of America’s most advanced jet fighters, uses AI to evaluate and share radar and other sensor data among pilots, expanding their battlefield awareness.”
4 “Information technology fueled a surge in U.S. productivity growth in the late 1990s and early 2000s. However, this rapid pace proved to be temporary, as productivity growth slowed before the Great Recession.”
5 http://www.epi.org/publication/robots-or-automation-are-not-the-problem-too-little-worker-power-is/
6 http://www.extremetech.com/extreme/265145-google-pentagon-project-maven-ai-military-drones
7 http://www.epi.org/publication/robots-or-automation-are-not-the-problem-too-little-worker-power-is/
8 https://www.computersciencenonline.org/cutting-edge/automation-ai/
10 AlphaGo Zero 40 days to teach itself to best the program that beat the Korean Go master, and is now apparently beyond any human player. https://deepmind.com/blog/alphago-zero-learning-scratch/ “Over the course of millions of AlphaGo vs AlphaGo games, the system progressively learned the game of Go from scratch, accumulating thousands of years of human knowledge during a period of
just a few days. AlphaGo Zero also discovered new knowledge, developing unconventional strategies and creative new moves that echoed and surpassed the novel techniques it played in the games against Lee Sedol and Ke Jie.”

13 What the AI Behind AlphaGo Can Teach Us About Being Human, http://www.wired.com/2016/05/google-alpha-go-ai/

14 https://www.nytimes.com/2018/03/06/us/artificial-intelligence-jobs.html 69% believe that climate change is happening; 52% believe it won’t affect them, http://climatecommunication.yale.edu/visualizations/data/ycom-us-2016/?test=happening&type=value&geo=national


16 “Jobs Are Going Extinct. But That Doesn’t Mean We Have To,” https://futurism.com/jobs-extinct-doesnt-mean-we-have-to/ 2/13/18

17 https://www.technologyreview.com/s/603370/robots-will-devour-jobs-more-slowly-than-you-think/ McKinsey estimates that 60% of jobs will be affected, but only 5 percent will be completely lost. The Future of the Professions: How Technology Will Transform the Work of Human Experts
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24 https://futurism.com/stephen-hawking-ai-replace-humans/


26 “we rely on the 2010 version of the DOT successor O*NET–an online service developed for the US Department of Labor…O*NET has the advantage of providing more recent information on occupational work activities.” Frey and Osbourne Tasks are not included. P.43 http://www.oxfordmartin.ox.ac.uk/downloads/academic/future-of-employment.pdf

27 http://www.lrb.co.uk/v37/n05/john-lanchester/the-robots-are-coming and http://www.businessinsider.com/jobs-that-robots-will-take-2016-8

28 Frey et al, Table I, p. 31 http://www.oxfordmartin.ox.ac.uk/downloads/academic/future-of-employment.pdf


30 Nedelkoska & Quintini, “Automation, skills use and training,” OECD http://dx.doi.org/10.1787/2e2f4eea-en p. 48


33 Acemoglu & Restrepo, Robots And Jobs: Evidence From Us Labor Markets, p. 36, http://www.nber.org/papers/w23285 “The paper adds to the evidence that automation, more than other factors like trade and offshoring …has been the bigger long-term threat to blue-collar jobs. The researchers said the findings …remained strong even after controlling for imports, offshoring, software that displaces jobs, worker demographics and the type of industry.” Labor force in 3/18 was 155 million, 127 mill full-time. [Table A-9]

34 My calculation.

35 https://www.bls.gov/lpc/prodybar.htm


[41] https://www.google.com/patents/US7369686 apparently includes pure AI, like facial recognition
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[51] See, for example, http://www.striking-women.org/module/rights-and-responsibilities/claiming-rights-role-trade-unions-uk
[54] Pitching technology against a host of alternative explanation—including workers exposure to globalization, immigration, manufacturing decline, etc.—we document that the support for Donald Trump was significantly higher in local labor markets more exposed to the adoption of robots. Other things equal, a counterfactual analysis shows that Michigan, Wisconsin, and Pennsylvania would have swung in favor of the Hillary Clinton if robot adoption had been two percent lower over the investigated period [2011-15], leaving the Democrats with a majority in the electoral college. Frey et al, Political Machinery: Did Robots Swing the 2016 U.S. Presidential Election? https://www.oxfordmartin.ox.ac.uk/publications/view/2576
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The slippers at the hotel, located outside of Tokyo, are powered with Nissan’s autonomous self-driving technology that allows them to drive up to you at a push of a button. Equipped with two small wheels, sensors and a motor, not only can they drive themselves, but they can also park themselves neatly back in their designated spots after being used. If the slippers weren’t enough, the inn even has cushions, furniture and television remotes scuttling around the place, all geared with the same technology.”

The road has three vertical layers, with the shell of see-through material allowing sunlight to reach the solar cells underneath. The top layer also has space inside to monitor temperature, traffic flow and weight load.” The project began 10 yrs ago.

A $1.8 million grant from the Pentagon’s Defense Advanced Research Projects Agency funded the work.

See also http://venturebeat.com/2016/06/27/donotpay-traffic-lawyer-bot/

“A $1.8 million grant from the Pentagon’s Defense Advanced Research Projects Agency funded the work.”

One of the robots that seemed threatening to jobs is Baxter, which costs just $24,000 and doesn’t require changing factory settings to perform new tasks. Someone with no robotics

"AI can now predict multi-step chains of reactions that produce increasingly complex molecules, without having any chemistry rules hard-coded into the algorithm.”

"Computer graphics used for early crowds, AI for later.

For more on "AI for Later", see the book "The Future of Humanity" by Stephen Hawking.

See also http://www.govtech.com/is/Michigan-Governor-Signs-AV-Rules-Eliminating-Human-Driver-Requirement.html
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experience simply moves Baxter’s arms around and follows prompts on the robot’s face. However, it has not been very successful, especially with manufactures requiring highly accurate motions. The current version, Sawyer, is more promising. 


http://www.slate.com/articles/technology/bitwise/2015/09/pedro_domingos_master_algorithm_how_machine_learning_is_reshaping_how_we.html

104 “AI has exploded, and especially since 2015. Much of that has to do with the wide availability of GPUs that make parallel processing ever faster, cheaper, and more powerful. It also has to do with ... practically infinite storage and a flood of data ...Big Data movement) https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/

“Machine learning algorithms come in two main flavors: supervised and unsupervised. Supervised algorithms need a teacher (us). A spam filter learns what spam is by generalizing from example emails that have been labeled “spam” or “not spam.” Most learning algorithms in use today are of this variety. Big data makes them very powerful—lots of examples to learn from—but they learn to do one very specific job at a time.....Unsupervised algorithms learn on their own, like children at play, but even they are guided by a control signal.....And the control signal is determined by us.” https://medium.com/@pedromdd/ten-myths-about-machine-learning-d888b48334a3

105 http://www.slate.com/articles/technology/bitwise/2015/09/pedro_domingos_master_algorithm_how_machine_learning_is_reshaping_how_we.html

106 “Facebook’s news feed uses machine learning in an effort to personalize each individual’s feed based on what they like. The main elements of traditional machine learning software are prediction analysis and predictive analysis used to spot patterns and find hidden insights based on observed data from previous computations without being programmed on where to look.... compared to deep learning ... it requires manual intervention in selecting which features to process... deep learning does it intuitively.... to use machine learning for computer vision, you need image processing experts to tell you what are the few (tens or hundreds) of most important features in an image. But if you use deep learning for computer vision, you just feed in the raw pixels, without caring much for image processing or feature extraction, which offers 20-30 percent improvement in accuracy in most computer vision benchmarks.For example, assume you saw a clear image of a dog, and assume that if the pixels of the image were modified just a few per cent, it is still easily recognized that there is a dog in the image.” https://betanews.com/2016/12/12/deep-learning-vs-machine-learning/

107 “Machine learning algorithms come in two main flavors: supervised and unsupervised. Supervised algorithms need a teacher (us). A spam filter learns what spam is by generalizing from example emails that have been labeled “spam” or “not spam.” Most learning algorithms in use today are of this variety. Big data makes them very powerful—lots of examples to learn from—but they learn to do one very specific job at a time.....Unsupervised algorithms learn on their own, like children at play, but even they are guided by a control signal.....And the control signal is determined by us.” https://medium.com/@pedromdd/ten-myths-about-machine-learning-d888b48334a3

108 http://www.slate.com/articles/technology/bitwise/2015/09/pedro_domingos_master_algorithm_how_machine_learning_is_reshaping_how_we.html

109 AlphaGo’s historic victory against one of the best Go players of all time, Lee Sedol, a landmark for AI, and especially for “deep reinforcement learning.”[“it] takes inspiration from [how] animals learn that certain behaviors tend to result in a positive or negative outcome. Using this, a computer can, eg, figure out how to navigate a maze by trial and error and then associate the positive outcome—exiting the maze—with the actions that led up to it. so a machine learns without instruction or even explicit examples. The idea is not new, but combining it with large (or deep) neural networks provides the power needed to make it work on really complex problems (like Go). Through relentless experimentation, as well as analysis of previous games, AlphaGo figured out for itself how to play the game at an expert level.” https://www.technologyreview.com/s/603216/5-big-predictions-for-artificial-intelligence-in-2017/

110 http://www.slate.com/articles/technology/bitwise/2015/09/pedro_domingos_master_algorithm_how_machine_learning_is_reshaping_how_we.html

111 AI has exploded, and especially since 2015. Much of that has to do with the wide availability of GPUs that make parallel processing ever faster, cheaper, and more powerful. It also has to do with ... basically infinite storage and a flood of data ...Big Data movement) https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/

112 http://www.slate.com/articles/technology/bitwise/2015/09/pedro_domingos_master_algorithm_how_machine_learning_is_reshaping_how_we.html

113 “AI has exploded, and especially since 2015. Much of that has to do with the wide availability of GPUs that make parallel processing ever faster, cheaper, and more powerful. It also has to do with ... basically infinite storage and a flood of data ...Big Data movement) https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/

114 http://www.slate.com/articles/technology/bitwise/2015/09/pedro_domingos_master_algorithm_how_machine_learning_is_reshaping_how_we.html

115 “Machine learning algorithms come in two main flavors: supervised and unsupervised. Supervised algorithms need a teacher (us). A spam filter learns what spam is by generalizing from example emails that have been labeled “spam” or “not spam.” Most learning algorithms in use today are of this variety. Big data makes them very powerful—lots of examples to learn from—but they learn to do one very specific job at a time.....Unsupervised algorithms learn on their own, like children at play, but even they are guided by a control signal.....And the control signal is determined by us.” https://medium.com/@pedromdd/ten-myths-about-machine-learning-d888b48334a3

116 http://www.slate.com/articles/technology/bitwise/2015/09/pedro_domingos_master_algorithm_how_machine_learning_is_reshaping_how_we.html

117 AlphaGo’s historic victory against one of the best Go players of all time, Lee Sedol, a landmark for AI, and especially for “deep reinforcement learning.”[“it] takes inspiration from [how] animals learn that certain behaviors tend to result in a positive or negative outcome. Using this, a computer can, eg, figure out how to navigate a maze by trial and error and then associate the positive outcome—exiting the maze—with the actions that led up to it. so a machine learns without instruction or even explicit examples. The idea is not new, but combining it with large (or deep) neural networks provides the power needed to make it work on really complex problems (like Go). Through relentless experimentation, as well as analysis of previous games, AlphaGo figured out for itself how to play the game at an expert level.” https://www.technologyreview.com/s/603216/5-big-predictions-for-artificial-intelligence-in-2017/

118 http://www.slate.com/articles/technology/bitwise/2015/09/pedro_domingos_master_algorithm_how_machine_learning_is_reshaping_how_we.html

119 http://www.slate.com/articles/technology/bitwise/2015/09/pedro_domingos_master_algorithm_how_machine_learning_is_reshaping_how_we.html

120 “AI has exploded, and especially since 2015. Much of that has to do with the wide availability of GPUs that make parallel processing ever faster, cheaper, and more powerful. It also has to do with ... basically infinite storage and a flood of data ...Big Data movement) https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/

121 http://www.slate.com/articles/technology/bitwise/2015/09/pedro_domingos_master_algorithm_how_machine_learning_is_reshaping_how_we.html

122 http://www.slate.com/articles/technology/bitwise/2015/09/pedro_domingos_master_algorithm_how_machine_learning_is_reshaping_how_we.html

123 “AI has exploded, and especially since 2015. Much of that has to do with the wide availability of GPUs that make parallel processing ever faster, cheaper, and more powerful. It also has to do with ... basically infinite storage and a flood of data ...Big Data movement) https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/

124 http://www.slate.com/articles/technology/bitwise/2015/09/pedro_domingos_master_algorithm_how_machine_learning_is_reshaping_how_we.html
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“You can’t just look inside a deep neural network to see how it works. A network’s reasoning is embedded in the behavior of thousands of simulated neurons, arranged into dozens or even hundreds of intricately interconnected layers. The neurons in the first layer each receive an input, like the intensity of a pixel in an image, and then perform a calculation before outputting a new signal. These outputs are fed, in a complex web, to the neurons in the next layer, and so on, until an overall output is produced. Plus, there is a process known as back-propagation that tweaks the calculations of individual neurons in a way that lets the network learn to produce a desired output.”

http://www.technologyreview.com/s/604087/the-dark-secret-at-the-heart-of-ai/


http://www.lrb.co.uk/v37/n05/john-lanchester/the-robots-are-coming


http://www.vicemag.com/read/can-machines-write-musicals


https://www.apnews.com/4725a2c6cd347a6ba473590c3bf737a


These are, in order, “Be a good coach; empower your team and don’t micromanage; express interest in employee’s success and well-being; be productive and results-oriented; be a good communicator and listen to your team; help your employees with career development; have a clear vision and strategy for the team; and have key technical skills, so you can help advise the team.”

https://www.ineteconomics.org/perspectives/blog/dont-want-a-robot-to-replace-you-study-tolstoy

Morton Shapiro, ibid.

Joan Hoffman has a fine review of MacNeil, explaining algorithms and their potential flaws.


“Software that helps judges decide whether to jail a defendant while they await trial could cut crime and reduce racial disparities amongst prisoners” https://www.technologyreview.com/s/603763/how-to-upgrade-judges-with-machine-learning/

https://www.digitaltrends.com/cool-tech/algorithmsof-oppression-racist/

https://www.theguardian.com/science/2016/sep/01/how-algorithms-rule-our-working-lives Cathy O’Neill


https://thebaffler.com/salvos/blame-the-computer-pein “As islanders’ panic subsided, the retired U.S. Army Lt. Gen. Mark Hertling, a CNN commentator, publicly chastised U.S. Rep. Tulsi Gabbard, who broke protocol by notifying her constituents via Twitter that the missile alert was mistaken. ‘For the record, Congresswoman Gabbard inserting herself into the process . . . is NOT a good thing,’ Hertling wrote.’


“When non-Facebook sites add a “Like” button (a social plugin, in Baser’s terminology), visitors to those sites are tracked: Facebook gets their IP address, browser and OS fingerprint, and visited site.”
“EarthNow aims to cover our entire planet in detailed, real-time video surveillance. And it has some big-name backers who like the idea. The details: The Wall Street Journal says the company will launch 500 satellites, each one equipped with huge computing power to interpret what its cameras are capturing in real time. There’s no word on details like resolution or frame-rate.

Huge support: The firm revealed Wednesday that it’s backed by Microsoft founder Bill Gates, SoftBank CEO Masayoshi Son, and Airbus. Cash figures remain secret. Big brother is watching: EarthNow users should get a live picture of anywhere on Earth with about one second of delay. That, says the firm, will help catch illegal fishing, track whale migration, and study conflict zones. And who knows what else.”

Big brother is watching: EarthNow users should get a live picture of anywhere on Earth with about one second of delay. That, says the firm, will help catch illegal fishing, track whale migration, and study conflict zones. And who knows what else.”

The ACLU of California has obtained records showing that Twitter, Facebook, and Instagram provided user data access to Geofeedia, a developer of a social media monitoring product that we have seen marketed to law enforcement as a tool to monitor activists and protesters. https://www.aclu.org/blog/facebook-instagram-and-twitter-provided-data-access-surveillance-product-marketed-target

"Under maximin, people should design and test cars, among other things, to prioritize pedestrian safety. … The crash in Arizona wasn’t just a tragedy. The failure to see a pedestrian in low light was an avoidable basic error for a self-driving car. Autonomous vehicles should be able to do much more than that before they’re allowed to be driven, even in tests, on the open road. https://theconversation.com/self-driving-cars-cant-be-perfectly-safe-whats-good-enough-3-questions-answered-92331

Artificial Intelligence-based cyber security platform, called 'AI2,' which has the ability to predict, detect, and stop 85% of Cyber Attacks with high accuracy.


"Since AI is a fundamental part of the concept of the Internet of Things, where machines and devices communicate with each other to get the work done, it's only AI and machine learning that will be incredibly useful to defend our network before anyone exploits them. Last year, Security researchers at MIT also developed a new Artificial Intelligence-based cyber security platform, called 'AI2,' which has the ability to predict, detect, and stop 85% of Cyber Attacks with high accuracy.
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"Since AI is a fundamental part of the concept of the Internet of Things, where machines and devices communicate with each other to get the work done, it's only AI and machine learning that will be incredibly useful to defend our network before anyone exploits them. Last year, Security researchers at MIT also developed a new Artificial Intelligence-based cyber security platform, called 'AI2,' which has the ability to predict, detect, and stop 85% of Cyber Attacks with high accuracy.

http://www.ft.com/content/96187a7a-fce5-11e6-96f8-3700c5664d30

Since AI is a fundamental part of the concept of the Internet of Things, where machines and devices communicate with each other to get the work done, it's only AI and machine learning that will be incredibly useful to defend our network before anyone exploits them. Last year, Security researchers at MIT also developed a new Artificial Intelligence-based cyber security platform, called 'AI2,' which has the ability to predict, detect, and stop 85% of Cyber Attacks with high accuracy.

http://www.npr.org/2018/03/16/593989347/facial-scanning-now-arriving-at-u-s-airports

Since AI is a fundamental part of the concept of the Internet of Things, where machines and devices communicate with each other to get the work done, it's only AI and machine learning that will be incredibly useful to defend our network before anyone exploits them. Last year, Security researchers at MIT also developed a new Artificial Intelligence-based cyber security platform, called 'AI2,' which has the ability to predict, detect, and stop 85% of Cyber Attacks with high accuracy.

http://www.nytimes.com/2018/03/13/sports/facial-recognition-madison-square-garden.html and

https://www.politico.eu/article/europe-divided-over-robot-ai-artificial-intelligence-personhood/
Low wages reduce the ability to own a car, according to an analysis by the Brookings Institution's Metropolitan Policy Program. Between 2000 and 2012, the number of nearly 40 million working-age people now live in parts of major American metropolitan areas that lack public transportation.

Total spending healthcare 17.8% GDP.


"Nearly 40 million working-age people now live in parts of major American metropolitan areas that lack public transportation, according to an analysis by the Brookings Institution's Metropolitan Policy Program." "Between 2000 and 2012, the number of jobs within the typical commute distance for residents in a major metro area fell by 7 percent." Low wages reduce the ability to own a car.

David Autor, David Dorn, Gordon Hanson, Gary P. Pisano, Pian Shu, “Competition from China reduced innovation in the US,”

An Economist editor agrees: low wages and a weak safety net account for both weak consumer and limited business spending.

Trade 1.04 and robots second at 0.55 percentage points. There may be structural reasons for the decline, too, like difficulties:

"In large part, these Economist editor agrees: low wages and a weak safety net account for both weak consumer and limited business spending. Bain, another consulting company, also worries that inequality reduces spending, as the rich save more, and therefore discourages investment.

Wm. Lazonick, $4 trillion in buybacks and $2.9 trillion in dividends….

Russians have done good work on the screw problem.

An expert committee has called for this. Information Technology and the U.S. Workforce: Where Are We and Where Do We Go From Here?" http://www.nap.edu/24649 See p. 163 for recommendations.

"In large part, these differences [in incomes within any given society] must be attributed to differences in capital ownership, of which the largest part is social capital: knowledge, and participation in kinship and other privileged social relations….. I personally do not see any moral basis
for an inalienable right to inherit resources, or to retain all the resources that one has acquired by means of economic or other activities. When we compare the poorest with the richest nations, it is hard to conclude that social capital can produce less than about 90 percent of income in wealthy societies like those of the US or Northwestern Europe. On moral grounds, then, we could argue for a flat income tax of 90 percent to return that wealth to its real owners." –Herbert Simon, Forum, Boston Review, A Basic Income for All, NJFAC, Quotes from the Advisory Board


215 https://www.reddit.com/user/Prof-Stephen-Hawking Also, “A.I. could be the worst invention of the history of our civilization, that brings dangers like powerful autonomous weapons or new ways for the few to oppress the many,” Hawking said last year. “A.I. could develop a will of its own, a will that is in conflict with ours and which could destroy us. In short, the rise of powerful A.I. will be either the best or the worst thing ever to happen to humanity.” https://www.vanityfair.com/news/2018/03/tech-geniuses-fret-that-ai-is-gonna-kill-us-all


217 https://www.cnbc.com/2018/01/01/one-year-on-finland-universal-basic-income-experiment.html Finland’s is apparently the oldest.


220 https://www.cbo.gov/publication/52411 $3.3 T

221 https://www.counterpunch.org/2018/04/06/universal-basic-income-left-or-right/


223 https://www.recode.net/2018/3/8/17081618/tech-solution-economic-inequality-universal-basic-income-part-democratic-party-platform-california We support efforts to enact programs, such as a guaranteed government jobs program and a universal basic income/rent or housing to eliminate poverty while improving prospects to secure good jobs that help people climb the economic ladder; p. 16, CDP-Platform-2018.pdf

224 http://www.independent.co.uk/voices/the-basic-income-is-a-dangerous-idea-that-gives-the-state-power-to-control-every-penny-their-a7030391.html

225 “In large part, these differences [in incomes within any given society] must be attributed to differences in capital ownership, of which the largest part is social capital: knowledge, and participation in kinship and other privileged social relations.”

https://bostonreview.net/forum/basic-income-all/herbert-simon-ubi-and-flat-tax The rich are using resources that are significantly social in origin—the technology available to them, the educated workers they depend on, the transportation system, courts, etc they can assume to be available. I think he obscures his general point by adding kinship. See also simon_last_lecture.pdf


227 “Our robot computes its algorithm 67 times every second, constantly stitching together information about its environment and recomputing its path. When it starts you’ll notice a spiral pattern, it’ll spiral out over a larger and larger area until it hits an object. When it finds an object, it will follow along the edge of that object for a time, and then it will start criss-crossing, trying to figure out the largest distance it can go without hitting another object, and that’s helping it figure out how large the space is, but if it goes for too long a period of time without hitting a wall, it’s going to start spiraling again, because it figures it’s in a wide open space, and it’s constantly calculating and figuring that out. It’s similar with the dirt sensors underneath, when one of those sensors gets tripped it changes its behaviors to cover that area. It will then go off in search of another dirty area in a straight path. The way that these different patterns pile on to each other as they go, we know that that is the most effective way to cover a room. The patterns that we chose and how the algorithm was originally developed was based off of behavior-based algorithms born out of MIT studying animals and how they go about searching areas for food.” http://www.aiqus.com/forum/questions/13167/algorithmt-irobots-roomba-uses

228 https://data.oecd.org/emp/hours-worked.htm